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Abstract 
Context-aware application development for mobile systems 
is a new trend in ubiquitous computing systems research. 
The idea is to capitalize on contextual data (i.e. user loca-
tion, time of day, nearby facilities and people, user activity, 
etc.) in order to satisfy user-specific needs and offering rel-
evant data and services to the audience. Here, we show hoe 
to use the Cell-DEVS methodology to apply intelligent ob-
ject recognition algorithms to solve the above research ques-
tions. The cellular nature of the modeling approach and the 
rule-base behavior definition for cells provides a platform 
for pixel-wise operations, leading to easier and faster adop-
tion and implementation of content-based algorithms. The 
other advantage of this method is its fast computing appa-
ratus working asynchronously on the cellular grid, increas-
ing the execution speed. 
 
1. INTRODUCTION 
The overwhelming adoption of digital images over the past 
decade has raised a significant need for efficient content-
based access techniques to these images. The large number 
of images stored in digital databases has made it difficult to 
search a specific image or a pattern in an image. The ad-
vantage of searching images based on meta-data is faster 
and more accurate results; however documenting large 
number of images requires significant human effort in every 
image and is almost impractical. Content-Based Image Re-
trieval (CBIR) or query by image content allows digital de-
vices to retrieve information about the image based on the 
image characteristics such as color, shape, texture and any 
other textual data. This technique can be used in solving 
problems and facilitating workflow in art collections, pho-
tograph archives, medical diagnosis, retail catalogues, crime 
prevention, intellectual property, engineering design, geo-
graphical information systems and many more  [1].  
 On the other hand, the wide-spread usage of digital 
cameras, cell-phones, tablets and mobile computing devices 
with built-in cameras has escalated the need for real-time 
image recognition techniques. Context-aware application 
development for mobile and web-based systems is a new 
trend in mobile and ubiquitous computing systems research 
field. These techniques have attracted significant attention 

in the past decade with the fast growing use of mobile com-
puting devices. These mobile applications can capitalize on 
contextual data (i.e. user location, time of day, nearby facili-
ties and people, user activity, etc.) in order to satisfy user-
specific needs and offering relevant data and services.  
 One of the context aware cross-platform applications is 
the inSitu Solutions™  [2], working in Web and mobile 
phones and tablet platforms that allows publishing location-
based content. The objective of such application is inform-
ing, attracting and retaining visitors in public places (such as 
museums, parks, natural reserves, tourist sites, universities 
and schools, conferences and events, shopping centers, air-
ports, train stations, subways, etc.).  
 The research question to be addressed in this project is 
how to recognize one or several pre-specified or learned 
hotspots or object classes, and then identifies individual in-
stances of them using the inSitu Solutions. Once specific 
hotspots are detected, they should link to the source of in-
formation regarding that specific hotspot. The challenges 
are in detecting hotspots in complex artworks and artifact 
images, considering the large number of hotspot instances, 
and the complexity of the interpretation of content, when 
numerous objects are found in the nearby location. These 
circumstances demand innovative and efficient image pro-
cessing, interactive media, and visitor behavior-analysis 
techniques specific to the mobile embedded environments. 
The idea is thus to allow the visitors to be immersed in the 
application, allowing them to be aware of their environment 
at a specific point of interest. Then, the visitor should be 
able to access very specific information, when looking at the 
environment through the device’s camera.  
 The objective is to use an abstract model to recognize 
one or several pre-specified or learned hot-spots or object 
classes, and then identify individual instances of the recog-
nized objects in the scenery images. The idea is to achieve 
this by using a theoretical approach (in particular, discrete-
event methodologies), resolving the image processing prob-
lems using the Cell-DEVS (Cellular-Discrete EVent System 
Specification) formalism  [18]. Cell-DEVS is a combination 
of Cellular Automata and DEVS  [19] with explicit timing 
delays, which solves the problem of unnecessary processing 
burden in cells and allows for more efficient asynchronous 
execution, using a continuous time base, without losing ac-
curacy. Cell-DEVS was originally introduced for Modeling 
and Simulation (M&S) of spatial systems however, there is 



a potential in using the method for image processing and 
hotspot detection. The solution will be implemented on 
CD++   [18] a M&S tool that provides a development envi-
ronment for implementing DEVS and Cell-DEVS models. 
CD++ provides a C++ programming environment in which 
DEVS and Cell-DEVS models can be developed and incor-
porated into the simulator class hierarchy. Finally the CD++ 
simulator along with the executive model will be embedded 
on the mobile platform interoperating with the inSitu solu-
tions.  
 We discuss different problems in designing and devel-
oping such an augmented reality component, and we pro-
pose and innovative design solution for this kind of applica-
tion on smartphones (using the iPhone OS (iOS) and Google 
Android platforms). The presented theory and methodology 
will be deployed in inSitu Solutions and upgrade the prod-
uct’s features, capabilities and performance. 
  
2. RELATED WORK  
Early digital content-based search algorithms were based on 
computer vision, focusing on the similarity of digital imag-
es, audio and video  [3] [4]. Internet-based image content 
search engines such as Webseek  [5] and Webseer  [6] 
evolved shortly after the initial attempts which were inte-
grated with large enterprise digital databases.  
 Content-based visual search began with text-based que-
ry of the image content. One of the commercial tools for 
CBIR is IBM’s QBIC (Query By Image Content)  [7]. QBIC 
allows image searching using any combination of text, col-
or, shape and texture (http://wwwqbic.almaden.ibm.com). 
The search is done based on query-by- example, specifying 
a sample image and looking for similar images. A palate 
image or a drawn sketch can also be fed to the system. The 
images are indexed using R*Tree content-based 
ing  [8]. The system matches the query with the images in 
the database, calculating a similarity score and returning the 
highest scored images.  
 Another commercial tool for CBIR is VIRAGE  [9]. 
VIRAGE is library available as program modules that can 
be integrated with the software under development. Like 
QBIC, VIRAGE makes use of the color features of the que-
ry image to find similar images stored in the library. It can 
also be added to available database management systems 
such as Oracle or Informix as an add-on. AltaVista photo 
search uses VIRAGE to query the images online.  
 There is varied research on CBIR in the literature, each 
of them applied to specific applications, as surveyed in  [10]. 
For instance, Cortina  [11] is a CBIR search engine working 
on the WWW, matching query-by-image and query-by-
keyword searches. It compares low-level features (color, 
texture, edges) with 11 million images in the database. Sim-
plicity  [12] is composed of a proprietary dataset of 60000 

objects. The search can be done based on several querying 
options, such as random proposition of objects, a drawing 
provided by the user, and selection of items displayed by the 
system. Tiltomo  [13] is capable of querying images on the 
flicker online repository. The search is based on keywords 
(by comparing keywords with user-provided image annota-
tions) and image content. The CBIR is based on low-level 
similarity matching and textual comparison. The content-
based search tool efficiently compares images texture and 
color and extracts similar images.  
 The following research works are more closely related 
to our work.  MIDP  [14] is simple CBIR system implement-
ed on Nokia mobile phones, querying an example image 
with the images stored in the phone’s memory using a cli-
ent- server scheme. The system compares similarity in his-
togram, texture and color, and it returns a score for each im-
age. The main processing is done on the server side, due to 
low processing power on the mobile devices and the slow 
wireless communication speed. A similar attempt was done 
in  [15], with the same client server approach. Here, the sys-
tem performance improved; however the system is still 
prone to the same limiting factors (hardware, wireless 
links). The indexing of the multimedia content used in these 
approaches is described in  [16]. Other similar works have 
been published by the same authors. The common deficien-
cy in these systems is the lengthy response time of the que-
ries, due to the limitations of hardware and communications.  
 In this work, we will try to analyze the use of theoreti-
cal approaches (in particular, discrete-event methodologies) 
in order to resolve these image processing problems. In par-
ticular, Cellular automata (CA)  [17] has been used with this 
purpose  [24] [25]. CA theory represents a model as a cellular 
grid, in which each cell is a state machine. The time advanc-
es in a discrete manner, triggering state changes in the cells, 
based on the value of their neighbor cells. CA has been used 
for experimental models, but it was not deployed in an in-
dustrial scale. Cell-DEVS (Cellular Discrete Event System 
Specification) formalism  [18] is an improved derivative of 
CA, which solves the problem of unnecessary processing 
burden in cells and allows for more efficient asynchronous 
execution, using a continuous time base, without losing ac-
curacy. In this methodology, each cell is represented as a 
DEVS atomic model that changes state in response to the 
occurrence of events in an event-driven fashion. Cell-DEVS 
was originally introduced for M&S of spatial systems; here, 
we want to explore its adoption for modeling image pro-
cessing applications, CBIR or hotspot detection.  
 In this research, we propose using Cell-DEVS method-
ology to apply intelligent object recognition algorithms (e.g. 
Edge matching, Gradient matching, Pose consistency, Geo-
metric hashing, etc.). The cellular nature of the Cell-DEVS 
modeling approach and the rule-base behavior definition for 
cells provides a platform for pixel-wise operation definition, 



leading to easier and faster adoption and implementation of 
POI (Point Of Interest) detection and CBIR algorithms. The 
other advantage of this method is its fast computing appa-
ratus working asynchronously on the cellular grid, increas-
ing the execution speed. The formalism also allows for 
straightforward modeling of CBIR and multi-image algo-
rithms. Finally, the formal I/O port definitions in the formal-
ism permits producing output signals based on specific con-
dition satisfaction in the cell lattice, allowing for data trans-
fer between different spatial components. The idea is to 
convert images and sceneries to 2D cellular models, apply 
the proposed algorithms, and finally integrate them with the 
inSituTM multimedia solutions.  
  Cell-DEVS  [18] is an extension to DEVS  [19] that al-
lows defining cellular models with explicit timing delays. A 
Cell-DEVS model is a lattice of cells holding state variables 
and a computing apparatus, which is in charge of updating 
the cell states according to a local rule. This is done using 
the current cell state and those of a finite set of nearby cells 
(called its neighborhood). Cell-DEVS improves execution 
performance of cellular models by using a discrete-event 
approach. It also enhances the cell’s timing definition by 
making it more expressive. Each cell is defined as a DEVS 
atomic model, and it can be later integrated to a coupled 
model representing the cell space. Cell-DEVS are informal-
ly defined as shown in Figure 1.  
 

 
Figure 1. Cell-DEVS model.  

 
 Each cell uses N inputs to compute its next state. These 
inputs, which are received through the model's interface, ac-
tivate a local computing function ( ). A delay (d) can be as-
sociated with each cell. The state (s) changes can be trans-
mitted to other models, but only after the consumption of 
this delay. Once the cell behavior is defined, a coupled Cell-
DEVS can be created by putting together a number of cells 
interconnected by a neighborhood relationship. 
 CD++   [18] is a M&S tool that provides a development 
environment for implementing DEVS and Cell-DEVS mod-
els. DEVS Atomic models can be developed and incorpo-
rated into a class hierarchy programmed in C++. Coupled 
models can be defined using a built-in specification lan-
guage. Cell-DEVS models are built following the formal 

specifications for DEVS, and a built-in language is provided 
to describe the behavior rules. The language is based on the 
formal specifications of Cell-DEVS. The model specifica-
tion includes the definition of the size and dimension of the 
cell space, the shape of the neighborhood and borders. The 
cell’s local computing function is defined using a set of 
rules with the form POSTCONDITION   DELAY {PRE-
CONDITION}. These indicate that when the PRECONDI-
TION is satisfied, the state of the cell will change to the des-
ignated POSTCONDITION, whose computed values will be 
transmitted to other components after consuming the DE-
LAY. If the precondition is false, the next rule in the list is 
evaluated until a rule is satisfied or there are no more rules.  
 
3. HOTSPOT DETECTION USING CELL-DEVS 
As described in the Introduction, the main challenge is to 
detect pre-specified hotspots in images (for instance, art-
work in museums, pictures in Zoos) while the user is scan-
ning the image using a cell-phone camera. The system must 
process the image coming from the camera, compare its 
contents with the entire image, and try to detect the specific 
location in the entire image where the camera is pointing to. 
This process must be done in real-time, and must be fast 
enough so that the user can see a constant streaming video. 
As soon as the camera gaze vector is located in the image, 
information about the hotspots available in that frame can be 
extracted from the database and rendered to the user.  
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Figure 2. Image cell space with I/O ports 

 
 Figure 2 shows the cell space we will use, including its 
input and output ports. The input ports carry image pixels 
coming from the camera and they are stored in a first series 
of cells. These values will not affect the cell values and are 
stored in the input queue of each cell, waiting for the simi-
larity matching function to access them. 
 In order to solve this challenge, we used Cell-DEVS 
modeling, and defined content-based comparison of the two 
images. The following steps summarize the solution: 
1) First, the user location is found using GPS or RFID 

technology, to detect which image s/he is looking at.  
2) A digital copy of the image is downloaded to the user’s 

mobile device, and a Cell-DEVS model (C) is built with 
the dimensions of the image. Each cell in the cell space 



represents a pixel, and the value of the cell is the RGB 
color code associated with that pixel. 

3) A neighborhood N equal to the size of the real-time im-
age from device’s camera is created for this cell-space. 
The neighborhood is used to verify the similarity of the 
camera image with the same size frame (neighborhood) 
in the entire image. In this way, the camera image is 
compared with the image in one timestep. 

4) An external input port set X is established containing k 
input ports equal to the size of the camera image (or the 
neighborhood). These ports are used during the execu-
tion to receive camera image periodically and perform 
the similarity matching.  

5) An external output port set Y is created containing l 
ports equal to the size of the cell space (image size). In 
other words, each cell owns an output port to output the 
similarity score of its neighborhood with the camera 
image at each time step.  

6) The rule-base implementation defines the similarity 
matching algorithm, which scores the similarity of each 
cell’s neighborhood with the camera image. This pro-
cess continues periodically, ensuring the real-time func-
tionality of the system. 
  

3.1. Challenges 
A number of challenges must be tackled in this research. 
Several factors can affect the camera image such as shading, 
fading, lighting, resolution, gaze vector etc. There are dif-
ferent similarity factors used by similarity functions that can 
be used. The Gaussian Mixture Vector Quantization 
(GMVQ)  [20] is used to extract color histograms from the 
images and compare the results. This method has shown 
promising results and eliminates some of the above men-
tioned effects. On the other hand, shape similarity measure 
using discrete curve evolution  [21] is also useful to wave the 
noise in the shape. Shape matching can also be done using 
shape descriptors  [22] which provides a compact and robust 
solution to this problem and supports geometric transfor-
mations. A dynamic programming (DP) approach to shape 
matching has been proposed in  [23]. The size of the cell-
space neighborhood can also be a challenge. The proportion 
of the camera image to the image depends on the distance 
between the camera and the image. As the camera distances 
from the image, the camera image covers a bigger frame of 
the image, challenging the size of the neighborhood. Shape 
matching algorithms might be better candidates for the 
above mentioned challenges rather than color similarity 
functions, as the former is more independent of the dimen-
sions of the images.  
 Another challenge is the performance and probability of 
error in the pattern matching. Because of the real-time na-
ture of the system and also limited processing resources on 
the mobile device, it is necessary to choose an efficient ap-

proach. Shape matching approaches are prone to high com-
putation pits and might not outperform color matching ap-
proaches  [10]. We believe that Cell-DEVS theory and its 
fast computing apparatus will outperform the current image 
processing approaches and provides a straight forward plat-
form for implementing similarity functions.  
  
4. PRELIMINARY IMPLEMENTATION 
 A preliminary implementation of the proposed cellular con-
tent-based image matching has been defined using CD++. A 
sample image is modeled as a Cell-DEVS grid. A series of 
input events have been generated from this image and fed to 
the model representing the camera image frame. A rule-base 
algorithm has been defined to match the input image with 
the neighborhood in each cell. Whenever all of the neighbor 
cells of the cell being evaluated match the camera image 
coming from the input ports, the central cell produces an 
output. The output port associated with the central cell in the 
matching neighborhood indicates the coordinate of the cen-
ter of the frame where the camera is gazing at.  
 Figure 3 shows the example image used for content 
based matching. The image is used to create a Cell-DEVS 
model with dimensions of 86 by 49 cells (pixels). The cam-
era image resolution is set to 7 by 7 pixels. Thus, a Moore 
neighborhood with the same size has been defined. 49 input 
ports have been added to the model to carry the camera im-
age periodically. Each cell has an output port to signal the 
matching, thus there are 4214 output ports.  
 

 
Figure 3. Example image  

  
 The formal specification of the Cell-DEVS model for 
the proposed image is given bellow:   
M=<I, X, Y, Xlist, Ylist, n, N, {n1,n2}, C, B, Z, select>  
Where:  
I= <PX,Py>, with PX={in1, in2 … in49}, Py={output3, 
output4 … output4216}; 
X=Y= {0 … 16777216}; 
Xlist= {in1 → (0,0), … in49 →(0,48)} 
Ylist= {(0,0) → output3, … (85,48) → output4216} 
n=49 
N= see Figure 4  



{n1, n2 }= {86,49} 
C={Cij / i [1,86], j [1,49]} 
B= nowrapped; 
 
 Figure 4 shows the neighborhood used in this model, 
with the relative coordinates from the central cell. 49 cells 
are involved in the neighborhood and are evaluated for simi-
larity with the camera image. This process occurs for each 
cell in the cell-space.  
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Figure 4- Moore neighborhood for the model 
 
 This model was implemented on CD++. In order to im-
plement this model and prepare a basis for adding similarity 
matching and mobile embedded platform compatibility, the 
source of CD++ code was modified. In order to avoid the 
manual declaration of input/output ports, they are automati-
cally generated for each cell. A new cell type, named “im-
age” has been added to CD++, whose value do not change 
over time, and also holds input values in a queue which does 
not alter the cell value. This allows for using DEVS input 
ports for injecting periodic inputs from the camera, and stor-
ing them in the cells without affecting the cell values. A 
new function “cellPortValue(x,y)” has been added to the 
CD++ model file parser, allowing a modeler to access an 
available input anywhere in the cell space. This function 
provides access to camera image pixels usable for similarity 
matching rules. So far, the model is composed of simple 
rules that compare the values of each cell in the neighbor-
hood with the value of the associated input port.  
 To verify the initial implementation, we show two se-
ries of inputs injected to the model via CD++ event file. 
Each input covers a frame of 7 by 7 pixels in the image, 
where the camera is pointing at. Figure 5 shows the image 
using a resolution of 86 by 49 pixels, in which the two input 
frames are indicated. The color values of the containing pix-
els are serialized in the event file and injected to the model 
with a period of 1 millisecond.  
 

 
Figure 5. Input Frames in the image  

 
 The following code snippet illustrates a part of the im-
age matching rule in CD++. As it is observed, line 2 pro-
duces an output of 1 (after 1 ms), if the condition specified 
within line 3 to 7 is satisfied. The condition verifies the val-
ues of the input ports with the values in the neighborhood 
cells, in a serial sequence for all of the 49 cells. This rule is 
evaluated for each cell in the entire cell-space (the image). If 
all of the cell’s neighbors match the input frame, the central 
cell outputs value 1, indicating a match. 
 
1 [rules] 
2 rule : { (0,0)+ send(output,1) } 1{  
3 cellPortValue(0,0) = (-3,-3) and 
4 cellPortValue(0,1) = (-3,-2) and  
5 ... 
6 cellPortValue(0,47) = (3,2) and  
7 cellPortValue(0,48) = (3,3)} 
8 rule : { (0,0) } 1 { t } 
 
 The following box shows a sample output produced 
during the execution of the model, corresponding to the two 
series of input frames. The first line shows the first output 
produced after 1 millisecond from cell 264 which has the 
coordinate (4,4), indicating the center of the frame 1 in Fig-
ure 5. The second line is produced 2 milliseconds after the 
start of the execution (when the second input series has been 
injected). The cell 2163 corresponding to coordinate (25,10) 
has produced the output value 1, which is the central cell in 
the frame 2. The test model recognized the image frame 
(camera image) in the image. The next step will be integrat-
ing advanced similarity functions with this basis and em-
bedding it in mobile environments.  
 
1 00:00:00:001 output264 1 
2 00:00:00:002 output2163 1 
 
5. CONCLUSIONS AND FUTURE WORK 
The goal of this research is to explore use Cell-DEVS theo-
ry in content-based image recognition in context-aware ap-
plications in mobile devices. The research problem is how 
to recognize one or several pre-specified or learned hot-
spots or object classes, and then identify individual instanc-



es of the recognized objects in the scenery images. The cel-
lular nature of the Cell-DEVS modeling approach and the 
rule-base behavior definition for cells provides a platform 
for pixel-wise operations, leading to easier and faster adop-
tion and implementation of content-based algorithms. In ad-
dition, its fast and optimized computing apparatus helps us 
solve the performance and latency problem in similar tech-
nologies. A preliminary example model has been developed 
in CD++.  
 The research is a work in progress, and future steps will 
include refinement of CD++ initialization steps to speed up 
this process, integrating flattened coordinator technique to 
reduce the message passing burden between the modeling 
levels, incorporating advance similarity functions in the 
rule-base to overcome the challenges mentioned in sec-
tion  3.1, and finally integrating the final solution with inSi-
tuTM solutions and embedding it in the mobile operating sys-
tems such as iOS and Android.  
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